**xDeepFM: Combining Explicit and Implicit Feature Interactions for Recommender Systems**

**TÓM TẮT**

Trong lĩnh vực hệ thống gợi ý (hệ khuyến nghị), việc kết hợp tương tác giữa các đặc trưng mà ta có thể nhìn thấy (rõ ràng) và những tương tác ẩn (không rõ ràng) đang là một vấn đề thách thức. Trong bài báo này, tác giả giới thiệu mô hình xDeepFM, một phương pháp mới kết hợp cả hai loại tương tác này, nhằm cải thiện hiệu suất của hệ thống gợi ý. Mô hình xDeepFM kết hợp hai kiến trúc chính là mạng nơ-ron sâu (DNNs) và mạng nơ-ron tương tác thông tin (FM). DNN được sử dụng để học các tương tác đặc trưng ngầm, trong khi FM được sử dụng để mô hình hóa tương tác đặc trưng rõ ràng. Với xDeepFM, tác giả sử dụng một tầng tương tác thông tin (Cross Network) để kết hợp cả hai kiến trúc trên. Tầng tương tác thông tin này cho phép mô hình xDeepFM học được các tương tác đặc trưng phức tạp và tạo ra các đặc trưng mới từ các tương tác này. Mô hình xDeepFM được đánh giá và so sánh với các mô hình gợi ý khác trên các tập dữ liệu gợi ý phổ biến như MovieLens và Criteo. Kết quả thí nghiệm cho thấy xDeepFM vượt trội với hiệu suất tốt hơn so với các mô hình FM, Wide & Deep và DeepFM truyền thống. Tổng quan này chỉ ra rằng mô hình xDeepFM là một phương pháp tiềm năng trong việc kết hợp cả tương tác đặc trưng rõ ràng và những tương tác ẩn để cải thiện hiệu suất của hệ thống gợi ý trong các ứng dụng thực tế.

Từ khoá: xDeepFM, tương tác đặc trưng, hệ khuyến nghị, mạng nơ-ron sâu (DNN), tầng tương tác thông tin (Cross Network)

**1 GIỚI THIỆU**

Trong thời đại số hóa hiện nay, hệ thống gợi ý đã trở thành một công cụ quan trọng để giúp người dùng khám phá và tiếp cận thông tin, sản phẩm và nội dung phù hợp với sở thích cá nhân. Các hệ thống gợi ý dựa trên các thuật toán phức tạp để phân tích dữ liệu người dùng và đề xuất các mục tiêu phù hợp nhằm cung cấp trải nghiệm cá nhân hóa và tăng cường sự tương tác người dùng.

Một trong những thách thức quan trọng của hệ thống gợi ý là kết hợp cả tương tác đặc trưng rõ ràng và tương tác ẩn từ dữ liệu để tạo ra các đề xuất chất lượng và mang tính cá nhân cao. Tương tác đặc trưng rõ ràng là các tương tác dựa trên thông tin đã biết và được khai thác một cách rõ ràng, trong khi tương tác đặc trưng ngầm là các tương tác ẩn chứa trong dữ liệu mà chúng ta cần tìm hiểu và mô hình hóa.

Trong bài báo này, chúng ta nghiên cứu một mô hình tiên tiến có tên là "xDeepFM: Combining Explicit and Implicit Feature Interactions for Recommender Systems". Mô hình này giải quyết vấn đề kết hợp cả tương tác đặc trưng rõ ràng và đặc trưng ngầm bằng cách kết hợp hai kiến trúc quan trọng: mạng nơ-ron sâu (DNN) và mạng nơ-ron tương tác thông tin (FM).

mạng nơ-ron sâu (DNN) được sử dụng để học các tương tác đặc trưng ngầm, cho phép mô hình xDeepFM tìm ra các mẫu phức tạp và đặc trưng ẩn từ dữ liệu gợi ý. Mạng nơ-ron tương tác thông tin (FM) được sử dụng để mô hình hóa tương tác đặc trưng rõ ràng bằng cách tính toán tương tự ma trận đặc trưng.

Một đặc điểm nổi bật của mô hình xDeepFM là tầng tương tác thông tin (Cross Network), giúp kết hợp thông minh giữa DNN và FM. Tầng này cho phép mô hình học các tương tác đặc trưng phức tạp và tạo ra các đặc trưng mới bằng cách kết hợp cả tương tác đặc trưng rõ ràng và đặc trưng ngầm.

Để đánh giá hiệu suất của mô hình xDeepFM, chúng ta thực hiện các thí nghiệm trên các tập dữ liệu gợi ý phổ biến như MovieLens và Criteo. Kết quả thí nghiệm cho thấy xDeepFM vượt trội so với các mô hình gợi ý truyền thống như FM, Wide & Deep và DeepFM, chứng minh tiềm năng của việc kết hợp cả tương tác đặc trưng rõ ràng và đặc trưng ngầm trong việc cải thiện hiệu suất hệ thống gợi ý trong các ứng dụng thực tế.

Phần còn lại của báo cáo sẽ trình bày chi tiết về kiến trúc và phương pháp của mô hình xDeepFM, kết quả thí nghiệm và thảo luận về những điểm đáng chú ý và tiềm năng cho công trình nghiên cứu này.

**5 CÔNG TRÌNH LIÊN QUAN**

**5.1 Hệ thống gợi ý cổ điển**

Hệ thống gợi ý đã được nghiên cứu rộng rãi trong lĩnh vực truy xuất thông tin và học máy. Các hệ thống gợi ý cổ điển có thể được phân loại dựa trên hai mô hình sau: Mô hình không phân rã (Non-factorization Models) và Mô hình phân rã ma trận (Factorization Models).

Mô hình không phân rã (Non-factorization Models) ở đây là các mô hình tuyến tính, điển hình như hồi quy logistic. Ưu điểm của mô hình này là áp dụng được với các thuộc tính hỗn hợp, nhiều chiều và dễ quản lý, triển khai trên các nền tảng. Nhược điểm ở đây là mô hình không học được các đặc trưng của thuộc tính cũng như tốn nhiều thời gian tìm các thuộc tính kết hợp để nâng cao hiệu suất.

Mô hình phân rã ma trận (Factorization Models) bao gồm các pương pháp dựa trên lọc cộng tác (collaborative filtering) và phương pháp dựa trên nội dung (content-based).

Lọc cộng tác là một phương pháp quan trọng trong hệ thống gợi ý, nó được chia thành hai dạng chính là lọc cộng tác dựa trên người dùng (user-based) và lọc cộng tác dựa trên mục tiêu (item-based). Phương pháp lọc cộng tác dựa trên người dùng dựa trên việc tìm kiếm sự tương đồng giữa người dùng dựa trên lịch sử hoạt động của họ, trong khi phương pháp lọc cộng tác dựa trên mục tiêu tìm kiếm sự tương đồng giữa các mục tiêu dựa trên cách người dùng đã tương tác với chúng. Cả hai phương pháp đều sử dụng thông tin từ các người dùng khác hoặc các mục tiêu khác để đưa ra các đề xuất gợi ý.

Phương pháp dựa trên nội dung tập trung vào việc phân tích nội dung của các mục tiêu hoặc người dùng để tìm ra các đặc trưng quan trọng. Các phương pháp này xem xét các đặc trưng của mục tiêu hoặc người dùng, chẳng hạn như từ khoá, thể loại, hoặc thuộc tính khác, và sử dụng chúng để xác định sự tương đồng và đề xuất các mục tiêu tương tự hoặc người dùng tương tự.

Cả hai phương pháp truyền thống này đã đạt được kết quả khá ấn tượng trong các ứng dụng gợi ý. Tuy nhiên, chúng vẫn gặp một số hạn chế, bao gồm sự thiếu, mất mát thông tin và khả năng mô hình hóa tương tác đặc trưng phức tạp giữa các đối tượng gợi ý.

Trong bài báo này, chúng ta tiếp tục nghiên cứu và đề xuất một mô hình tiên tiến, xDeepFM, để vượt qua những hạn chế này và nâng cao hiệu suất của hệ thống gợi ý.

**5.2 Hệ thống gợi ý sử dụng học sâu**

Học sâu (Deep Learning) là một lĩnh vực quan trọng trong lĩnh vực Trí tuệ nhân tạo và học máy. Hệ thống gợi ý sử dụng học sâu đã thu hút sự quan tâm của nhiều nhà nghiên cứu và mang lại những kết quả đáng chú ý trong việc cải thiện hiệu suất của các hệ thống gợi ý.

Một trong những mô hình phổ biến trong hệ thống gợi ý sử dụng học sâu là mạng nơ-ron sâu (Deep Neural Network - DNN). Mô hình DNN sử dụng một kiến trúc nhiều tầng để học các đặc trưng phức tạp và tạo ra các dự đoán gợi ý dựa trên đó. Mô hình này đã được áp dụng thành công trong nhiều lĩnh vực, bao gồm gợi ý sản phẩm, âm nhạc, phim ảnh và nội dung trực tuyến.

Ngoài ra, một mô hình khác phổ biến trong hệ thống gợi ý sử dụng học sâu là Mạng nơ-ron tích chập (Convolutional Neural Network - CNN). Mô hình CNN chủ yếu được sử dụng trong việc phân loại hình ảnh, nhưng cũng có thể được áp dụng để xác định sự tương đồng và đề xuất các mục tiêu gợi ý dựa trên nội dung.

Các nghiên cứu trước đây đã chứng minh rằng việc sử dụng học sâu trong hệ khuyến nghị có thể cải thiện hiệu suất so với các phương pháp truyền thống. Tuy nhiên, nhược điểm của một số mô hình học sâu là thiếu khả năng mô hình hóa tương tác đặc trưng phức tạp giữa các đối tượng gợi ý.

Trong bài báo này, chúng ta tiếp tục nghiên cứu và đề xuất mô hình xDeepFM, một sự kết hợp thông minh giữa DNN và FM, nhằm cải thiện khả năng mô hình hóa tương tác đặc trưng rõ ràng và ngầm.

**6 KẾT LUẬN**

Trong bài báo này, chúng tôi đã trình bày mô hình xDeepFM, một phương pháp kết hợp tương tác đặc trưng rõ ràng và ngầm trong hệ thống gợi ý. XDeepFM sử dụng một kiến trúc mạng học sâu kết hợp với mô hình tương tác đặc trưng (Factorization Machine - FM) để khai thác các mối quan hệ phức tạp giữa các đặc trưng trong quá trình gợi ý.

Kết quả thí nghiệm trên các tập dữ liệu gợi ý phổ biến như MovieLens và Criteo đã chứng minh hiệu suất vượt trội của xDeepFM so với các mô hình gợi ý truyền thống như FM, Wide & Deep và DeepFM. Kết quả này đã chứng minh tiềm năng của việc kết hợp cả tương tác đặc trưng rõ ràng và ngầm trong việc cải thiện hiệu suất hệ thống gợi ý trong các ứng dụng thực tế.

Bên cạnh đó, chúng tôi đã đề xuất một số cải tiến cho xDeepFM, như tối ưu hóa hàm mất mát và tăng cường khả năng mô hình hóa tương tác đặc trưng. Các cải tiến này có thể đóng góp vào việc nâng cao hiệu suất và khả năng áp dụng của mô hình trong tương lai.

Tổng kết lại, mô hình xDeepFM đại diện cho một tiến bộ quan trọng trong lĩnh vực hệ thống gợi ý. Bằng cách kết hợp cả tương tác đặc trưng rõ ràng và ngầm, xDeepFM có khả năng mô hình hóa những mối quan hệ phức tạp và tạo ra những gợi ý chính xác hơn. Công trình nghiên cứu này cung cấp một cơ sở vững chắc cho sự phát triển và cải tiến các hệ thống gợi ý trong tương lai.
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